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Figure 1. Our method can use an egocentric image and 1-3 IMU sensors from wearable devices to accurately predict human motion and
generate motion descriptions. Motion descriptions, when available, can also enhance motion capture accuracy. Ego4o supports flexible
input combinations, functioning with or without images, or with varied IMU placements.

Abstract

This work focuses on tracking and understanding human
motion using consumer wearable devices, such as VR/AR
headsets, smart glasses, cellphones, and smartwatches.
These devices provide diverse, multi-modal sensor inputs,
including egocentric images, and 1-3 sparse IMU sensors
in varied combinations. Motion descriptions can also ac-
company these signals. The diverse input modalities and
their intermittent availability pose challenges for consistent
motion capture and understanding. In this work, we present
Ego4o (o for omni), a new framework for simultaneous hu-
man motion capture and understanding from multi-modal
egocentric inputs. This method maintains performance with
partial inputs while achieving better results when multiple
modalities are combined. First, the IMU sensor inputs, the
optional egocentric image, and text description of human
motion are encoded into the latent space of a motion VQ-
VAE. Next, the latent vectors are sent to the VQ-VAE de-
coder and optimized to track human motion. When motion
descriptions are unavailable, the latent vectors can be in-
put into a multi-modal LLM to generate human motion de-
scriptions, which can further enhance motion capture accu-

racy. Quantitative and qualitative evaluations demonstrate
the effectiveness of our method in predicting accurate hu-
man motion and high-quality motion descriptions.

1. Introduction
Recently, more and more research has focused on human
motion capture and understanding using widely available
wearable devices, such as VR/AR headsets, smart glasses,
cellphones, and smartwatches [34, 42, 43, 45, 59, 65, 71].
This interest is driven by broad application scenarios, in-
cluding sports, healthcare, VR/AR, and personal assis-
tants. These devices provide diverse, multi-modal sensor
inputs related to human motion, such as inertial measure-
ment unit (IMU) data, egocentric camera images, and even
voice-enabled conversation data, where the text descrip-
tion of human motion can be extracted. However, exist-
ing works mostly focus on motion capture from one sin-
gle input modality. Some methods [34, 42, 65] predict the
human motion from egocentric cameras, while others cap-
ture the human motion from VR tracker [3, 27] or IMU
signals [45, 75]. Each individual modality provides only
a limited view of human motion, constraining the accu-
racy of both motion capture and understanding. For exam-
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ple, the full human body motion is barely seen or signifi-
cantly occluded from the egocentric camera. Text descrip-
tions can offer information about human motion categories
but lack the precision to detail specific movements. IMUs
on VR/AR headsets, smartwatches, and cellphones are very
sparse: they usually only track the movement of one or two
limbs, as people rarely wear watches on both wrists. More-
over, IMU-based methods struggle with static pose estima-
tion due to the absence of dynamic acceleration signals.

We observe that different input modalities serve comple-
mentary roles in motion analysis. Motion descriptions and
egocentric images provide rich semantic context about both
the activity being performed and the environmental setting.
For example, when the egocentric view shows a desk in
close proximity, it strongly indicates that the person is sit-
ting. IMU signals from wearable devices capture precise
kinematic data for specific body segments. For instance, a
smartwatch’s IMU sensors can capture detailed hand move-
ments, enabling the system to differentiate between block-
ing and smashing motions in table tennis, which may be
indiscernible from the egocentric camera perspective alone.

To fully leverage the information from wearable devices,
we present Ego4o (o for omni), a novel framework that
achieves 3D pose estimation (motion capture) and motion
description generation (motion understanding) by fusing
multi-modal inputs. These inputs may include 1–3 sparse
IMU sensors, egocentric images, and motion descriptions
from everyday wearable devices. As illustrated in Fig. 1, the
Ego4o maintains robust performance with different combi-
nations of input modalities.

The Ego4o method first employs a multi-modal trans-
former to encode diverse inputs into motion codes in a part-
based discrete motion representation space, which is con-
structed with a VQ-VAE [58]. Since input availability can
change during use—as users may disable egocentric cam-
eras and microphones, or vary the number of IMU sensors
by removing phones or wearing smartwatches—we imple-
ment a random masking strategy during training. This ap-
proach enables the model to adapt seamlessly to different
combinations of input modalities. Finally, the motion codes
are then decoded into human motion predictions, which are
further refined through test-time optimization in the VQ-
VAE’s latent space.

Building on the previous step, we demonstrate that the
obtained motion codes can be utilized as input for Large
Language Models (LLMs) to generate detailed descriptions
of human movement. We developed a multi-modal joint
training approach that fine-tunes LLMs to simultaneously
process both motion codes and egocentric images. Our
work shows that LLMs’ inherent strengths in in-context rea-
soning and image understanding can be effectively lever-
aged to generate high-quality motion descriptions.

Obtaining human-produced motion descriptions is typ-

ically challenging in real-world scenarios, which can limit
the motion capture performance. Our insight is that the gen-
erated high-quality motion descriptions can serve as valu-
able conditioning signals that enhance the accuracy of our
motion capture system when the human-provided motion
description is absent. This introduces a feedback loop be-
tween motion capture and understanding, advancing the
state-of-the-art in both tasks.

We validate Ego4o’s effectiveness through quantitative
and qualitative evaluations. Experimental results demon-
strate that our proposed method achieves better motion cap-
ture accuracy, while simultaneously generating detailed de-
scriptions of human movements. By integrating motion
capture and motion description generation within a unified
framework, Ego4o advances toward making motion analy-
sis accessible and practical for everyday applications with
consumer devices. In summary, our contributions are:
• We introduce Ego4o, a novel framework that flexibly in-

tegrates multi-modal egocentric inputs to enable simulta-
neous motion capture and description generation;

• We design a multi-modal encoder with a random masking
training strategy to accommodate varying combinations
of input modalities;

• We employ multi-modal joint fine-tuning of large lan-
guage models to bridge modality gaps and support accu-
rate motion description generation;

• We show that AI-generated motion descriptions can im-
prove the accuracy of egocentric human motion capture.

2. Related Work
Egocentric Human Motion Capture. Recently, there has
been growing interest in estimating egocentric 3D poses
from body-worn devices. Some methods [26, 34, 42, 46,
77, 78] leverage head-mounted, front-facing cameras to in-
fer motion from head movements, while others [10, 27, 28,
32, 67, 74] employ three-point trackers for motion capture.
Additional approaches [1, 2, 39, 40, 49, 57, 62–65, 72] use
down-facing fisheye cameras to capture full-body move-
ment, while others [17, 18, 29, 75] rely on IMUs for body
tracking. Similar to our method, recent works such as IMU-
Poser [45], MobilePoser [71], and Diffusion-Poser [59] use
1-3 IMU sensors to capture human motion. While these
methods have significantly advanced the field, they primar-
ily focus on single-modality solutions, leaving the potential
of multi-modal integration largely unexplored.

Recent studies in egocentric motion capture have ex-
plored multi-modal approaches. EgoLocate [76] uses six
IMUs and egocentric video for large-area motion cap-
ture. EMHI [11] introduced a dataset combining down-
facing stereo cameras, 6DOF trackers, and IMUs, while
HMD2 [19] leverages a conditional diffusion model with
egocentric video and head 6DOF pose. However, the in-
put to this method is always fixed. The work most simi-
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Figure 2. Overview of our Ego4o framework. We first train a VQ-VAE (purple blocks) to learn the part-aware motion codebook (Sec. 3.1).
For motion capture (green blocks), the system processes IMU sensor data, egocentric images, and motion descriptions through a multi-
modal encoder to generate motion codes in the codebook. These codes are then decoded to predict human motion (Sec. 3.2). For motion
understanding (blue blocks), the system combines motion codes and egocentric images in a finetuned LLM to generate motion descriptions
(Sec. 3.3), which can be fed back to enhance motion capture accuracy.

lar to ours is EgoLM [20], which uses head and hand 6D
tracking data as input, whereas our method employs 1-3
IMUs. While EgoLM uses a LLM for motion capture, re-
sulting in high computational costs and low accuracy, our
approach is faster through a simple encoder-decoder archi-
tecture. Moreover, by finetuning on a larger-scale multi-
modal LLM, our method enables multi-round conversation
and generalization to out-of-distribution images.
Human Motion Generation. Human motion generation
has been a long-standing challenge in computer vision and
graphics. Some works [14, 50, 70] generate human mo-
tion from action labels. However, action labels provide
only limited representational ability. Recently, numerous
works [6, 15, 51, 53, 56, 79, 80, 82] have focused on gen-
erating human motion from text descriptions. Researchers
have also leveraged powerful LLMs to model the joint
motion-language distribution [4, 16, 25, 68], enabling both
human motion generation from text input and text genera-
tion from motion. While we use a similar approach to en-
able human motion understanding with LLMs, our Ego4o
framework differs by focusing on accurate human motion
capture and supporting multiple egocentric modalities.
Egocentric Motion Understanding. Recently, many
works have aimed at human motion understanding from the
egocentric perspective. Previous works [7, 8, 35, 41, 54, 66]
usually use egocentric head-mounted front-facing cameras
for the human action recognition task. More recently, some
researchers [5, 9, 13, 24, 55, 69, 73] have leveraged Large
Language Models (LLMs) for egocentric human motion un-
derstanding and have used natural language as output. In

contrast to these methods, our Ego4o approach leverages
multi-modal egocentric information, including egocentric
images, text descriptions, and IMU signals as input. Our
framework can capture human motion and simultaneously
generate descriptions about the human activity.

3. Method

Our method (Fig. 2) processes a combination of egocentric
images I , textual motion descriptions Xa, and data from
one, two, or three IMU sensors, including device acceler-
ation A and rotation R. The IMU sensors may be placed
at up to five locations: the head, the wrists, or the hips,
reflecting typical placements for devices like VR headsets,
smartwatches, and cellphones. From these multi-modal in-
puts, we achieve accurate motion capture and can generate
textual description of the motion when they are absent. To
achieve this, we first train a part-based motion VQ-VAE
(Sec. 3.1) to learn the discrete motion representation for
IMUs, then use the multi-modal encoder to project the in-
puts to the motion representation space(Sec. 3.2) The dis-
crete motion codes, while designed for IMU-based motion
capture, can also be reused for generating motion descrip-
tions (Sec. 3.3). Finally, we show that motion descriptions
generated by our multi-modal LLM can further enhance
motion capture performance. (Sec. 3.4).

3.1. Learning Part-Aware Motion Representation

In this section, we describe how to learn discrete human
motion representation with VQ-VAE [58] and further en-
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able the projection of multi-modal inputs to the motion rep-
resentation space. Most previous works [4, 16, 25, 79, 84]
treat the human body as a holistic entity, encoding the
full human body motion into a single VQ-VAE codebook.
Though this holistic encoding is effective, it presents limi-
tations for our use case.

Our method aims to support flexible IMU sensor config-
urations, ranging from a single head-mounted IMU in smart
glasses to various combinations of sensors embedded in
smartwatches and smartphones. To achieve this adaptabil-
ity, we implement the part-aware VQ-VAE architecture in-
troduced in TLControl [61], which establishes separate mo-
tion codebooks for individual body segments. These sepa-
rate motion codebooks enable the direct projection of avail-
able IMU signals into their corresponding part-specific mo-
tion codebooks, while simultaneously facilitating the gen-
eration of latent features for body segments lacking sensor
coverage. For example, when processing data from a wrist-
mounted IMU, the system not only projects this information
into the arm-specific motion codebook but also generates
leg movements. This projection mechanism operates analo-
gously to a text-infilling task [33], where the system infers
motion patterns for unmonitored body segments based on
the available sensor data. By employing this part-aware ar-
chitecture, our system achieves better motion capture accu-
racy across diverse IMU configurations, offering a versatile
solution compared to conventional holistic approaches.

Next, we discuss how to learn the motion representa-
tion with part-aware VQ-VAE. Specifically, all the joints
are first divided into six joint groups, including head, left
arm, right arm, root, left leg, and right leg. The input
ground truth human motion is first encoded to the Hu-
manML3D [15] representation J ∈ RT×M , where T is
the motion length and M = 263 corresponds to the mo-
tion representation dimensions. Next, J in each time step
is split into six groups according to the correlated human
body part: J = [JHead, JLArm, JRArm, JLLeg, JRLeg, JRoot].
For each body part i, we train a separate encoder Ei to learn
an independent codebook Ci ∈ RNcode×d, where Ncode is
the size of codebook while d is the dimension of each code-
book. The encoder first encodes the human motion into fea-
tures Qi ∈ RT ′×d, where T ′ = T/4. Next, the Qi is quan-
tized with the codebook Ci, obtaining the quantized feature
Q̂i. The quantized features from all of the body parts are fi-
nally concatenated and sent to the VQ-VAE decoder D to
get the reconstructed motion Ĵrecon. The training for the
part-aware VQ-VAE is detailed in the suppl. mat. In the
next section, we project multi-modal inputs into this repre-
sentational space for motion capture and understanding.

3.2. Multi-Modal Human Motion Capture

In this section, we introduce our multi-modal human

motion capture method. The process begins with a
transformer-based multi-modal encoder that projects IMU
signals, egocentric images, and motion descriptions into the
motion representation space learned by the VQ-VAE. These
motion features are then processed by the VQ-VAE decoder
to reconstruct human motion. Additionally, we offer an op-
tional test-time optimization procedure that can further en-
hance the accuracy of the motion capture results.

3.2.1. Multi-Modal Encoder
Our transformer-based multi-modal encoder processes three
input types: motion description Tm, egocentric image I ,
and IMU signal sequences. The egocentric image I and
motion description Tm are encoded into image features FI

and textual features FT respectively using CLIP [52]. The
IMU signal sequence comprises acceleration vectors A ∈
RT×Nimu×3 and rotation matrices R ∈ RT×Nimu×3×3,
where T represents the sequence length and Nimu = 5
is the maximum number of IMU locations. In practice,
our method is designed to work with arbitrary number of
IMUs. The rotation matrices R are converted to 6D repre-
sentations [83] R6d ∈ RT×Nimu×6. The IMU acceleration
and rotation data are then concatenated and reshaped into
an input IMU sequence Fimu of length T ′ × Nimu, where
T ′ = T/4. These IMU sequences Fimu, along with the
image features FI and the textual motion description fea-
tures FT , are processed through an embedding layer before
being fed into a transformer encoder [60]. The encoder pre-
dicts the logits of the motion code IDs Lt,i for the ith IMU
at each time step t of the input sequence. Finally, we em-
ploy Gumbel Softmax [23] to get the motion code index
δi ∈ {0, 1, 2, ..., Ncode} of the corresponding ith IMU and
select the quantized motion feature Q̂t,i from the motion
code book. The quantized motion features are sent to the
VQ-VAE decoder D following the same way in Sec. 3.1
to get the human motion prediction Ĵ . The multi-modal en-
coder can be trained with the following loss function, which
includes the motion code classification loss and human mo-
tion reconstruction loss:

L = EL̂

(
− logP (L̂|A,R, I, Tm)

)
+ λ

∥∥∥Ĵ − J
∥∥∥
2

(1)

where λ is the weight of reconstruction loss. To simulate
real-world scenarios where certain input modalities may be
unavailable, we implement a masking strategy during train-
ing. This involves randomly masking egocentric images and
textual descriptions. We also simultaneously select random
combinations of one to three IMU sensors as active inputs.
The remaining IMU sensors are masked to ensure our model
learns to operate effectively with varying sensor availability.

3.2.2. Test-Time Optimization
Limb movement in the motion prediction Ĵ may not fully
align with the corresponding IMU’s acceleration and orien-
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tation. This can be refined through optional test-time opti-
mization. The task is to find a motion feature Q in the VQ-
VAE latent space such that the reconstructed human motion
J = D(Q) minimizes the energy function:

Q∗sch = argmin
Q

λaEa(J,A) + λrEr(J,R) (2)

where Ea(·), Er(·) are the IMU acceleration term and
IMU orientation term respectively. For simplicity, we as-
sume IMUs are positioned near their corresponding body
joints—for instance, a smartphone’s IMU approximates hip
joint motion. To compute the IMU acceleration term, we
first calculate the acceleration of each joint position that
corresponds to an IMU sensor placement. For the joint as-
sociated with the ith IMU at time step t, the acceleration is
calculated using: âit = (J i

t+2 − 2J i
t+1 + J i

t )/(∆t2), where
∆t = 1 in our experiment. The overall IMU acceleration
term is calculated as: Ea(J,A) =

∑
i

∑
t ∥âit−ait∥2, where

t = 0, 1, 2, ... represents time steps in the motion sequence,
i indexes the available IMU sensors.

To compute the IMU orientation term, we first calculate
the orientation of each limb in predicted motion Ĵ that cor-
responds to an IMU sensor placement. For the limb asso-
ciated with the ith IMU at time step t, the orientation vec-
tor is: r̂it = (J i

t,child − J i
t,parent)/∥J i

t,child − J i
t,parent∥2 where

J i
t,child and J i

t,parent represent the child and parent joint posi-
tions of the limb segment associated with the ith IMU.

Next, we calculate the orientation of each available IMU
sensor with rit = M i · Ri

t · [0, 1, 0]T where Ri
t represents

the rotation matrix of the ith IMU at time step t, [0, 1, 0]T

denotes the initial orientation vector, and M i represents the
calibration rotation matrix between the IMU sensor and its
corresponding limb segment, determined through prior cal-
ibration. The IMU orientation term is then computed as:
Er(J,R) =

∑
i

∑
t ∥r̂it − rit∥2, where i indexes the avail-

able IMU sensors.

3.3. Egocentric Human Motion Understanding

In this section, we present our approach to human mo-
tion understanding through multi-modal LLM fine-tuning.
While existing pre-trained multi-modal LLMs excel at mod-
eling language and image distributions, they lack the ca-
pability to process data related to human motion. To na-
tively enable such understanding of human motion, we ex-
tend LLaVA (Vicuna-7B) [38] by incorporating a new mo-
tion modality and fine-tuning it using the multi-modal ego-
centric dataset Nymeria [43].

3.3.1. Architecture
The architecture of our egocentric LLM is shown in Fig. 3.
Given an input image I and IMU sensor data (A,R), we
first employ the multi-modal encoder described in Sec. 3.2

<Motion Placeholder> <Image Placeholder> <Input Questions 𝑋𝑞>

IMU Sensors

Egocentric ImageMulti-Modal Encoder

Clip Image Encoder

Image Embedding Layer 𝐸𝐼Motion Embedding Layer 𝐸𝑀 LLM Embedding Layer

375 526 456 953 6584 499 7664 279

Egocentric Image

Large Language Model

Text Tokenizer

Concatenation LLM Response 𝑋𝑎

“Can you describe the motion of the 

person based on the human motion 

information and egocentric image?”

𝑋𝑖𝑛𝑠:

Figure 3. Egocentric Human Motion Understanding. Each modal-
ity is encoded separately and then concatenated in the order spec-
ified by the input instruction Xins before being fed into the LLM.

to generate human motion codes, which serve as discrete
motion tokens. These motion codes are then processed
through a linear embedding layer EM to produce human
motion features HM , aligned with the language model’s
word embedding dimensionality. For image processing, we
utilize a pretrained CLIP [52] image encoder EI to map im-
age features FI into the word embedding space, resulting in
HI . Finally, the image features HI , motion features HM ,
and text encodings HT are concatenated and fed into the
LLM to generate the response.

3.3.2. Training
For each IMU signal sequence (A,R) and the cor-
responding egocentric image I , we generate conversa-
tion pairs (Xq, Xa). The questions Xq (see an ex-
ample in Fig. 3) are prompts requesting human mo-
tion descriptions, randomly sampled from a pre-defined
list. The answers Xa are drawn from the fine-
grained motion descriptions in the Nymeria [43] dataset.
The input instruction set is constructed as Xins =
RandomSelect{[I,Xq], [A,R,Xq], [A,R, I,Xq]}.

The LLM can be fine-tuned on prediction tokens using
an auto-regressive training objective. The probability of
generating the answer Xa is computed as:

p(Xa|Xins) =

L∏
i=1

pθ(xi|Xv, Xins,<i, Xa,<i) (3)

where L represents the token sequence length, θ denotes the
trainable parameters, and Xins,<i and Xa,<i are the instruc-
tion and answer tokens preceding the current prediction to-
ken xi. The trainable parameters are optimized using the
negative log-likelihood loss.

The training process consists of two stages: in the first
stage, we conduct motion pre-training to achieve motion
feature alignment. In the second stage, we use multi-modal
fine-tuning to enable egocentric motion understanding.

Motion Pre-Training. For the pre-training phase, we
restrict input instructions to those containing only IMU sig-
nals [A,R,Xq]. To ensure proper alignment between mo-
tion features and the pre-trained LLM’s word embeddings,
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we exclusively train the motion embedding layer EM while
keeping all other architectural components frozen.

Multi-Modal Finetuning. In this phase, we maintain
frozen weights for both the CLIP encoder and multi-modal
encoder, while continuing to update three components: the
image embedding layer EI , motion embedding layer EM ,
and LLM parameters using LoRA [21] finetuning.

3.4. Ego4o-LLM Descriptions for Better MoCap
While our motion capture module functions effectively
without verbal descriptions, incorporating high-quality mo-
tion descriptions can significantly enhance its accuracy, es-
pecially in disambiguating the challenging cases caused by
self-occlusion. However, obtaining such descriptions in
real-world scenarios presents a challenge, as users are typ-
ically reluctant to narrate their actions in real-time. To ad-
dress this limitation, we leverage our system’s ability to
generate accurate motion descriptions through the Ego4o
LLM. Though these generated descriptions may not per-
fectly match human-provided reference descriptions, they
prove valuable inductive bias for enhancing motion capture
performance. To further bridge the gap between generated
and ground truth descriptions, we finetune our multi-modal
encoder using generated descriptions for only 300 itera-
tions, with results detailed in our ablation study (Sec. 4.4).

4. Experiments

4.1. Datasets and Evaluation Metrics
Datasets In our experiments, we evaluate our method on
two datasets: the DIP-IMU dataset [22] for assessing hu-
man motion capture accuracy from IMU devices, and the
Nymeria dataset [43] for evaluating both motion capture ac-
curacy and motion description generation quality. For the
results on DIP-IMU dataset, we first train the VQ-VAE on
the AMASS dataset [44], then train it on synthetic IMU-
based motion capture data generated from AMASS follow-
ing IMUPoser [45]. The network is subsequently fine-tuned
on the DIP-IMU training split before evaluation.

The Nymeria dataset contains approximately 170k hu-
man motion sequences, each 5 seconds in duration. We
split the sequences into training (∼ 119k sequences) and test
(∼ 51k sequences) sets based on different scenes and mo-
tion capture identities. For the evaluation on the Nymeria
dataset, we train the VQ-VAE and multi-modal encoder and
fine-tune the Ego4o LLM on the Nymeria training dataset.
More implementation and training details are in suppl. mat.
Evaluation Metrics For evaluating human motion capture
accuracy, we calculate joint position errors using MPJPE
and PA-MPJPE (with Procrustes alignment). We also eval-
uate joint jitter error to assess the smoothness of predicted
motion. For motion understanding, which generates natural
language outputs, we employ NLP metrics including BERT

Method MPJPE
(mm)

PA-MPJPE
(mm)

Jitter
(km/s3)

DIP-IMU Dataset
DIP (6 IMU) 73 – 3.01
TransPose (6 IMU) 59 – 0.14
IMUPoser 97 – 0.19
Ego4o-IMU 84.06 63.95 0.076
Nymeria Dataset
IMUPoser 105.7 72.94 0.054
Ego4o-IMU 95.86 69.03 0.049
Ego4o 84.82 62.33 0.048

Table 1. Quantitative results for human motion capture on the
DIP-IMU and Nymeria datasets: DIP-IMU results use 1-3 IMUs.
Nymeria results include 1-3 IMUs for IMUPoser and Ego4o-
IMU, while Ego4o uses 1-3 IMUs, a single egocentric image, and
ground truth human motion descriptions.

score [81], BLEU [48], and ROUGE-L [36]. Details of the
evaluation metrics are provided in the suppl. mat.

4.2. Comparisons on IMU-Based Human Mocap
In this section, we present our egocentric human motion
capture results. Since no publicly available method sup-
ports as many modalities, we compare Ego4o to the most
relevant IMU-based human motion capture IMUPoser [45]
on the DIP-IMU [22] and Nymeria [43] datasets. For a fair
comparison, we disable the egocentric image and motion
description inputs and use only 1-3 IMUs, naming this setup
Ego4o-IMU. We also evaluate the full multimodal Ego4o.

The results in Fig. 5 show the performance of Ego4o,
Ego4o-IMU, and IMUPoser under different IMU setups on
the Nymeria dataset, following the same evaluation proto-
col as IMUPoser. The results in Tab. 1 present the aver-
age performance across these various IMU configurations.
These results demonstrate that Ego4o outperforms IMU-
Poser when using only IMU inputs. Furthermore, incor-
porating egocentric images and motion descriptions further
enhances Ego4o’s performance. Unfortunately, we were
unable to compare against some related works [59, 71] due
to the lack of available code. For a qualitative comparison,
we visualize the body poses estimated by Ego4o and IMU-
Poser on the DIP-IMU and Nymeria datasets in Fig. 4. Re-
sults show that Ego4o method can accurately predict human
pose from not only IMU sensor inputs but also the multi-
modal inputs of egocentric images and motion descriptions.

4.3. Comparisons on Motion Understanding
This section highlights Ego4o’s motion description gener-
ation capabilities. In this experiment, we do not use the
motion description as input and instead rely solely on ran-
dom 1-3 IMU sensors and egocentric images. We com-
pare Ego4o’s performance against previous motion descrip-
tion generation methods, TM2T [16] and MotionGPT [25],
where we first predict the human motion using Ego4o and
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IMUPoser Ego4o IMU

Figure 4. Comparison of human motion capture results between Ego4o, Ego4o-IMU and IMUPoser [45] on the DIP-IMU [22] (left) and
Nymeria dataset [43] (right). The red skeleton is the ground truth, while the green skeleton is the predicted pose. Our predictions are more
accurate than the baselines when only using IMU input, and using egocentric images and motion descriptions improves the performance.

Figure 5. Quantitative results of human motion capture on
Nymeria dataset. The result compares our method with IMUPoser
under different IMU setups. H, LP, RP, LW, and RW indicate the
IMU located on different body parts. H: head, LP: left hip, RP:
right hip, LW: left wrist, RW: right wrist.

Method Bert(idf) Bleu@1 Bleu@4 RougeL
TM2T 11.08 40.11 8.99 30.70
MotionGPT 14.09 42.22 10.31 32.33
Ego4o 30.13 53.83 7.46 38.95

Table 2. Quantitative results of motion description generation.

then use those predictions as input to the other networks.
The comparison results are shown in Tab. 2, where Ego4o
outperforms the previous methods across most metrics, par-
ticularly in terms of BERTScore [81] and RougeL [36].
Ego4o did not surpass the prior methods in Bleu@4, as the
Bleu score [48] focuses solely on n-gram overlap and can-
not fully capture the quality of semantic understanding [81].

Method MPJPE
(mm)

PA-MPJPE
(mm)

Jitter
(km/s3)

Ego4o-IMU 95.86 69.03 0.049
w/o optim 85.93 64.02 0.039
only gt text 86.22 63.14 0.048
only image 90.81 66.04 0.049
w/ gen text 88.65 64.79 0.048
image&gen text 87.00 63.67 0.049
Ego4o 84.82 62.33 0.048

Table 3. Ablation study of the IMU-based human motion capture
on the Nymeria Dataset.

4.4. Ablation Study

4.4.1. Ablation Study on Human Motion Capture

Test-time optimization. To assess the performance impact
of our test-time optimization (Sec. 3.2.2), we include results
by not using the test-time optimization as “w/o optim” in
Tab. 3. The MPJPE scores are higher, demonstrating the
effectiveness of this module. We notice that the jitter is
smaller when not using the test-time optimization. This is
caused by the optimization with noisy IMU signals.
Multi-modal input. We evaluate the impact of different in-
put modalities on motion capture performance. When eval-
uating the “only gt text” case in Tab. 3, which only uses the
ground truth motion description and IMUs as input, and the
“only image” case in Tab. 3, which only uses the egocen-
tric image and IMUs, the results show a significant drop in
performance compared to the full multi-modal setup. This
highlights the complementary value that both the egocen-
tric image and the ground truth motion description bring to
enhancing the model’s motion capture capabilities.
Generated text for better motion capture. In Sec. 3.4,
we claim that if the ground truth motion description is un-
available, utilizing the generated text as input to the human
motion capture module could enhance performance. To
demonstrate this, in this experiment, we evaluate the mo-
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GT: The person is on the road as she turns counterclockwise while walking, then she kicks the ball with her 
right foot. She then turns right and kicks the ball with her right foot while playing soccer with her peer.
Ego4o: The person is standing in the parking area, then turns to her left and walks towards the ball. The person then 
stops walking, turns to her right, and kicks the ball with her right foot while playing soccer with her peer.

MotionGPT: The person turns to the left and walks forward in the backyard, then turns to the left and runs forward, 
and then turns to the left and runs forward again while hunching her back and holding her waist with both hands.

GT: While measuring the shelf on the wall in the bedroom using a tape measure with both of his hands, the 
person is standing then walks sideways to the left.
Ego4o: The person is standing in the bedroom while measuring the shelves on the wall using the tape 
measure with both of her hands.

GT: The person is walking towards the chessboard on the table while talking to his peer in the dining area. 
The person then stops from walking, stands, and touches the chessboard on the table with both of his hands.
Ego4o: The person is standing in the dining area, then turns to his left and walks towards the dining table. He stops 
walking and leans forward to move the chessboard on the table using both hands while talking to his peers.

MotionGPT: The person is standing in the living area, turns to the left, walks towards the sofa, turns to the 
left and then sits on the sofa while holding the remote control with her right hand.

GT: The person is walking forward in the bicycle parking area while pushing the bicycle with both hands, and then he lifts the bicycle with 
both hands as he turns to his right. He then steps forward as he attempts to mount the bicycle on the bike rack with both hands.

Ego4o: The person is walking in the bicycle parking area while holding a bicycle with both hands, and then 
turns clockwise as she puts down the bicycle on the bicycle parking rack with both hands.
MotionGPT: The person is walking in the kitchen, then she turns right and pauses as she opens the fridge door with her right hand. 
The person turns right and walks towards the fridge, then she pauses and uses her right hand to grab the fridge door.

MotionGPT: The person is standing in the bedroom while folding a towel with both hands then steps forward 
and hangs the towel on the bedroom closet rod using both hands.

Figure 6. Comparison of motion description generation between Ego4o and MotionGPT [25]. The egocentric image and ground truth
human motion (for reference) are shown. Highlight predictions are marked in green, while incorrect predictions are marked in red. Ego4o’s
descriptions are more accurate, demonstrating the benefits of its joint modeling of multimodal inputs.

Method Bert(idf) Bleu@1 Bleu@4 RougeL
w/o image 22.44 48.63 5.81 36.48
w/o motion 25.55 50.90 6.32 35.71
gt motion 31.38 54.78 9.44 39.86
Ego4o 30.13 53.83 7.46 38.95

Table 4. Ablation study of imu-based motion understanding on the
Nymeria dataset.

tion capture performance under two settings: First, with
the generated motion description and IMUs as input, the
results are shown as “w/ gen text”. This performance is
better than the “Ego4D-IMU” result, which only uses IMU
data, and slightly worse than the “only gt text” case, which
takes the ground truth text and IMU as input. Second, with
the generated description, IMUs, and an egocentric image
as input, the results are shown as “image&gen text”. This
performs better than the “only image” case, which uses the
egocentric image and IMUs, and slightly worse than our
full Ego4o method, which leverages IMU, egocentric im-
age, and ground truth text.

The results demonstrate that using the generated descrip-
tions, even if they do not perfectly match the ground truth,
still leads to notable improvements in motion capture per-
formance compared to the no-text baseline. This highlights
the value of utilizing generated text to enhance the system’s
capabilities when ground truth descriptions are unavailable.

4.4.2. Ablation Study on Human Motion Understanding
Multi-modal input. In this experiment, we evaluate the
performance of motion description generation without the
egocentric image or without a human motion token as in-
put. The results without image input, labeled as “w/o im-
age” in Tab. 4 show a noticeable decline across all metrics.
Without image context, the language model loses key con-

textual information, leading to reduced accuracy in motion
description. The results without the human motion token
input are shown as “w/o motion” in Tab. 4. The absence of
human motion information causes a performance drop, as
the egocentric image cannot see the human body, making it
difficult to generate an accurate motion description.
Ground truth human motion. From “gt motion” row in
Tab. 4, the accuracy of motion description generation is en-
hanced by using the ground truth motion codes (encoded
by VQ-VAE encoder), compared to our Ego4o method that
uses encoded motion tokens from IMUs and egocentric im-
ages. This suggests motion information is important in the
model’s understanding and generation capabilities.

5. Discussion

Limitations. Despite outperforming the state-of-the-art in
various evaluation scenarios, our method has a few practi-
cal limitations. First, it requires motion sequences as input,
which introduces latency in online applications. Second,
the system’s capacity for multi-round conversational inter-
action remains limited. To address this, future work can use
better instructional fine-tuning of the large language model
to generate multi-round conversational datasets.
Conclusion. In this paper, we introduced Ego4o, a
framework for egocentric human motion capture and
understanding that combines multi-modal inputs from
wearable devices. Our versatile design allows us to operate
not only with a variable number of IMU sensors, but
also can optionally incorporate text and image modalities.
By integrating kinematic data and semantic information,
Ego4o achieves high accuracy in motion capture while
providing detailed motion descriptions. We also showed the
text descriptions generated by a motion-aware LLM can in
turn be used to perform better text-assisted motion capture.

8



Our experiments demonstrate significant improvements in
both tracking accuracy and description quality compared
to existing methods. We envision future extensions of this
work toward a long-desired human foundational model
that adapts to various sensing modalities, incorporates
common-sense reasoning about human physical at-
tributes, and interacts naturally with users via text or audio.

References
[1] Hiroyasu Akada, Jian Wang, Soshi Shimada, Masaki Taka-

hashi, Christian Theobalt, and Vladislav Golyanik. Un-
realego: A new dataset for robust egocentric 3d human mo-
tion capture. In European Conference on Computer Vision,
pages 1–17. Springer, 2022. 2

[2] Hiroyasu Akada, Jian Wang, Vladislav Golyanik, and Chris-
tian Theobalt. 3d human pose perception from egocentric
stereo videos. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 767–
776, 2024. 2

[3] Angela Castillo, Maria Escobar, Guillaume Jeanneret, Al-
bert Pumarola, Pablo Arbeláez, Ali Thabet, and Artsiom
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6. Implementation Details

In this section, we describe the implementation details of
our method.

6.1. Part-Aware VQ-VAE

6.1.1. Network Structure

We first introduce the network structure of the encoder E for
each human body part. For each joint encoder, we utilize a
codebook containing 4096 code vectors, each with a dimen-
sion of 64. The input human motion for a specific body part
is Ji ∈ RT×D, where T represents the motion length and D
denotes the dimension of HumanML3D [15] representation.
The input first traverses through a 1D convolutional layer
(kernel size=3, stride=1, padding=1), followed by a ReLU
activation function, producing a feature with 512 channels.

The motion feature then passes through two down-
sampling blocks. Each down-sampling block comprises a
1D convolutional layer (kernel size=4, stride=2, padding=1)
and three Resnet blocks. A Resnet block consists of a
sequential structure: a convolutional layer, followed by a
ReLU activation function, and another convolutional layer.
The output from this sequence is combined with the input
through addition to form the Resnet block’s output.

A final 1D convolutional layer (kernel size=3, stride=1,
padding=1) is applied to generate the feature Qi ∈ RT ′×d,
where d equals 64 (matching the code dimension) and T ′ =
T/4. Before quantization, the encoded feature undergoes
normalization. The full-body latent code Q̂i is constructed
by combining the quantized codes from all six joint en-
coders.

The decoder mirrors the encoder’s architecture, with one
key modification: convolutional layers having stride=2 are
replaced with upsampling layers using nearest neighbor in-
terpolation. This process finally yields the reconstructed hu-
man motion Ĵrecon.

6.1.2. Training Details

For training the part-aware VQ-VAE, we use standard loss
terms including quantization, commitment, and reconstruc-
tion losses.

L =
∑
i

(
β∥sg[Q̂i]−Qi∥2

+ ∥Q̂i − sg(Qi)∥2
)
+ ∥J − Ĵrecon∥2

(4)

where β is a balancing term, sg[·] denotes the stop-gradient
operator. During training, we employ the Adam opti-
mizer [31] with a batch size of 128 and a learning rate of
1× 10−4.

6.2. Multi-Modal Encoder
6.2.1. Network Structure
In implementing the masked trajectory transformer, we uti-
lize a pre-trained CLIP-ViT-B/32 [52] model to extract fea-
tures from the egocentric image and motion description.
The IMU signals (A,R) are grouped into single feature to-
kens, with each token spanning 4 time steps. We do this
grouping since it aligns with our downsampling rate of 4 in
the part-based VQ-VAE framework. Each token transforms
into a 512-dimensional feature through a linear projection
layer.

The image features, motion description features, and
IMU tokens are then concatenated and processed through
a 4-layer transformer encoder to obtain the latent space rep-
resentation. In each transformer encoder layer, the attention
head number is 4, the dimension of the feed-forward net-
work is 2048, and the dropout rate is 0.1. Subsequently,
a 3-layer transformer encoder transforms this latent space
into a sequence of logits. In each transformer encoder layer,
the attention head number is 4, the dimension of the feed-
forward layer is 1024 and the dropout rate is 0.1. We em-
ploy GumbelSoftmax [23] to convert these logits into mo-
tion code indices δi for each possible IMU location i. The
final motion features Q̂i are obtained by selecting from the
corresponding VQ-VAE codebook Ci.

6.2.2. Training Details
For training the multi-modal encoder, we optimize the en-
coder network while keeping the VQ-VAE decoder and
CLIP [52] model frozen. The network is trained for 25
epochs using the Adam optimizer [31] with a learning rate
of 1 × 10−4 and a batch size of 128. During training, the
weighting parameter λ in Eq. (1) is set to 0.001.

6.2.3. Optimization Details
In the energy function Eq. (2) in Sec. 3.2.2, we set the
weights λa = 0.01, and λr = 1, respectively. We use
smaller weights for the IMU accelerations since they are
noisy. During the run-time optimization stage, we employ
the L-BFGS [37] method with a learning rate of 1 and a con-
vergence tolerance of 1 × 10−6. The optimization process
runs for a maximum of 1,000 iterations, maintains a history
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Setups w/o optim only gt text only image w/ gen text image & gen text

MPJPE PA-MPJPE MPJPE PA-MPJPE MPJPE PA-MPJPE MPJPE PA-MPJPE MPJPE PA-MPJPE

H 99.69 72.60 95.09 70.52 106.62 78.69 104.92 75.24 96.53 71.56
LP 86.02 65.11 94.56 70.67 92.82 73.83 91.60 69.34 89.30 66.33
LP+H 85.92 65.10 84.66 67.52 87.47 67.50 85.93 65.49 86.41 66.64
LP+RP 85.59 65.95 87.82 66.25 88.50 66.87 87.41 66.43 92.53 67.57
LW 93.76 67.06 98.22 69.93 105.46 72.68 99.22 69.62 102.66 72.69
LW+H 89.24 66.81 84.50 61.30 96.04 67.86 96.04 69.23 90.30 64.79
LW+LP 85.73 64.21 86.83 65.24 88.02 63.25 83.79 61.25 82.68 61.52
LW+LP+H 83.25 61.76 78.71 56.10 83.20 61.32 81.27 61.88 84.40 62.98
LW+LP+RP 78.45 59.53 76.78 57.25 80.98 61.06 81.55 62.33 79.40 58.54
LW+RP 83.03 62.19 82.08 61.53 88.56 65.89 89.21 69.14 84.13 63.20
LW+RP+H 80.18 61.04 79.53 58.29 86.23 63.73 78.52 58.45 80.57 60.19
LW+RW 91.78 66.39 86.97 60.79 100.60 70.83 97.83 66.98 95.32 66.37
LW+RW+H 83.75 61.86 85.38 59.33 88.71 62.52 85.05 59.64 87.50 62.34
LW+RW+LP 75.67 55.33 86.49 61.75 83.67 59.28 81.56 59.34 79.21 57.23
LW+RW+RP 78.08 56.14 82.35 58.28 83.31 56.80 82.68 56.54 79.83 57.62
RP 92.25 71.45 95.32 73.19 91.01 68.26 87.94 66.35 88.91 69.01
RP+H 89.33 68.12 84.98 64.51 84.52 64.21 90.82 69.30 83.56 65.76
RW 99.01 71.26 97.44 69.03 112.56 74.99 103.29 72.26 104.32 71.15
RW+H 92.42 66.75 95.17 66.01 99.42 69.64 90.04 64.11 94.27 66.67
RW+LP 85.64 63.77 80.35 59.87 91.61 65.31 90.86 66.36 81.71 60.36
RW+LP+H 79.42 60.85 79.57 57.55 85.03 64.21 74.61 56.42 83.25 59.26
RW+LP+RP 79.90 59.93 77.60 57.26 83.17 59.37 84.70 60.58 78.54 56.40
RW+RP 83.42 62.29 86.20 62.59 86.47 63.91 88.75 64.07 82.57 61.11
RW+RP+H 81.84 60.93 82.52 60.57 86.44 62.98 84.56 60.68 80.13 58.59

Table 5. Ablation study of the IMU-based human motion capture on the Nymeria Dataset under different IMU setups. H, LP, RP, LW, and
RW indicate the IMU located on different body parts. H: head, LP: left hip, RP: right hip, LW: left wrist, RW: right wrist. The results are
shown in millimeters.

size of 200, and utilizes the strong Wolfe [47] conditions for
line search.

6.3. Training Details of Multi-Modal LLM for Mo-
tion Understanding

During the pre-training phase, we train only the motion em-
bedding layer EM while keeping all other modules frozen.
The embedding layer is trained for 1 epoch using the Adam
optimizer with a learning rate of 1× 10−3 and a batch size
of 16. In the multi-modal fine-tuning phase, we keep the
CLIP model and multi-modal encoder frozen while fine-
tuning both the image and motion embedding layers along
with the large language model. We employ LoRA [21] with
a rank of 128 and an alpha value of 256. The language
model is fine-tuned for 4 epochs using the Adam optimizer
with a learning rate of 2× 10−5 and a batch size of 16.

7. Ablation Study on Different IMU Setups

In this section, we present ablation study results for human
motion capture across different IMU configurations in Ta-
ble 5.

8. Evaluation Metrics

We evaluate our method using three standard metrics for
human motion capture accuracy: Mean Per Joint Position
Error (MPJPE), Procrustes-aligned Mean Per Joint Position
Error (PA-MPJPE) and Jitter. MPJPE measures the aver-
age Euclidean distance between predicted and ground truth
joint positions. To compute PA-MPJPE, we first perform
rigid alignment of the predicted pose to the ground truth us-
ing Procrustes analysis [30], then calculate the MPJPE. The
Procrustes alignment helps evaluate pose accuracy indepen-
dent of global position and orientation. Jitter [12] quantifies
motion smoothness by measuring the mean jerk (third-time
derivative of position) of all body joints in global space, ex-
pressed in km/s3.

We evaluate our method with three metrics for mo-
tion description accuracy: BERT score [81], BLEU [48],
and ROUGE-L [36]. BLEU measures the precision of n-
gram matches between generated and reference texts, in-
dicating how well the generated descriptions align with
ground truth at the phrase level. BERT score leverages pre-
trained BERT embeddings to compute semantic similarity
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between generated and reference descriptions, providing a
more contextually-aware evaluation than traditional n-gram
based metrics. ROUGE-L computes the longest common
subsequence between generated and reference descriptions,
capturing the fluency and sequential consistency of the gen-
erated text.

9. W/O Part-Aware VQ-VAE
In this section, we evaluate the effectiveness of our part-
aware VQ-VAE by comparing its reconstruction accuracy
with that of the traditional VQ-VAE.

Our part-aware VQ-VAE achieves a Mean Per Joint Po-
sition Error (MPJPE) of 44.93 mm and a Procrustes-aligned
MPJPE (PA-MPJPE) of 32.72 mm. In contrast, the tra-
ditional VQ-VAE yields higher errors with an MPJPE of
47.73 mm and a PA-MPJPE of 36.71 mm. These results
demonstrate that our part-aware approach reduces the re-
construction error, indicating superior performance in pre-
serving motion details and overall pose structure.
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